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An energy decomposition analysis (EDA) method is proposed to isolate physically relevant components of
the total intermolecular interaction energies such as the contribution from interacting frozen monomer densities,
the energy lowering due to polarization of the densities, and the further energy lowering due to charge-
transfer effects. This method is conceptually similar to existing EDA methods such as Morokuma analysis
but includes several important new features. The first is a fully self-consistent treatment of the energy lowering
due to polarization, which is evaluated by a self-consistent field calculation in which the molecular orbital
coefficients are constrained to be block-diagonal (absolutely localized) in the interacting molecules to prohibit
charge transfer. The second new feature is the ability to separate forward and back-donation in the charge-
transfer energy term using a perturbative approximation starting from the optimized block-diagonal reference.
The newly proposed EDA method is used to understand the fundamental aspects of intermolecular interactions
such as the degree of covalency in the hydrogen bonding in water and the contributions of forward and
back-donation in synergic bonding in metal complexes. Additionally, it is demonstrated that this method can
be used to identify the factors controlling the interaction of the molecular hydrogen with open metal centers
in potential hydrogen storage materials and the interaction of methane with rhenium complexes.

1. Introduction molecules'! Intermolecular complexes can be stabilized through

Intermolecular interactions determine physical and chemical wsak dlshperswe hforcez., ellectroztatlﬁ eﬁgc(tis (fgr dgxalmple
properties of a broad class of important systems such as liquids,C''ar9€ " charge, chargedipol€, -and chargeinduced dipole
solutions, and molecular solids. They control self-assembly and INt€ractions) and doneracceptor type orbital interactions such
self-organization processes in supramolecular polymers, liquid & forward and back-donation of electron density between the

crystals, and other supramolecular systéilydrogen bond- molecules. Depgndjng on the extgnt of these intgractions, the
ing, one of the most abundant types of intermolecular interac- intermolecular binding could vary in strength from just several
tions, plays an important role in the chemistry of numerous kJ/mol (Van der Waals complexes) to several hundred kJ/mol

systems, ranging from small water clusters to bulk water, as (Metat-ligand bonds in metal complexes). Understanding the
well as solvated biomoleculés® Metalligand interactions give contributions of various interaction modes enables one to tune
rise to a wide variety of metal complexes with different physical e strength of the intermolecular binding to the ideal range by
properties, different chemical behavior, and numerous practical 4€Signing materials that promote deswa}ble effects. .
application$:” Many catalyzed reactions involve nondissociative =~ Because of the broad importance of intermolecular interac-
molecular adsorption, formation efcomplexes, and solvent tions, there is considerable interest in developing theoretical
active site interaction%:° These interactions direct catalyzed ~approaches for describing intermolecular interactions. One of
chemical processes and often determine activity and selectivitythe most powerful techniques that modern first principles
of catalysts. electronic structure methods provide to study and analyze the
The strength of intermolecular binding is inextricably con- hature of intermolecular interactions is the decomposition of
nected to the fundamental nature of interactions between thethe total molecular binding energy into the physically meaning-
ful components such as dispersion, electrostatic, polarization,
charge-transfer, and geometry relaxation te¥n&: Such energy
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TDepartment of Chemical Engineering, University of California, Ber- dGPOmDOSItIOH E_maly5|5 (EDA) is also a useful tool in devel_oplng
keley. reliable force fields for condensed phase molecular simula-
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components are generally small. Nevertheless, they do not
produce a self-consistent polarization energy nor do they

tions?5-32 EDA has the ability to measure the effect of separate the polarization term from the charge-transfer term
functional group substitution on the intermolecular binding completely. Lack of self-consistency in the polarization and
energies and can be used in combinatorial drug design and forcharge-transfer components is the reason for nonadditivity and
building QSAR models. order-of-the-fragment dependence in these schemes. NEDA does

The need for physically reasonable and quantitatively useful not obtain the intermediate wavefunctions variationally, and
values of the intermolecular interaction energy components hastherefore, the resulting polarization terms can be underestimated,
resulted in numerous decomposition schemes proposed sincavhereas the charge-transfer terms can be overestimated.
the early years of theoretical chemistfy?* Two main ap- Most of the formal and practical problems with the existing
proaches are available for the decomposition of the interaction decomposition schemes stem from the inability to determine
energy. The first relies on symmetry-adapted perturbation theorythe intermediate self-consistent energy corresponding to the
(SAPT)213and is becoming widely used because of the recently variationally optimized properly antisymmetrized many-electron
developed abilit§?34 to use inexpensive density functional wavefunction constructed from MOs fully localized on the
theory in the analysis. The second approach to decomposingmolecules. In this paper, we present an energy decomposition
interaction energies is variationdf.?? In this paper, we are  method based on absolutely localized molecular oriitis
concerned primarily with variational self-consistent field ap- that calculates the self-consistent variational polarization energy
proaches because they are computationally faster than perturbaand, therefore, naturally separates the polarization energy term
tion methods and produce meaningful results for strongly from the charge-transfer term. Due to its variational nature, this
interacting systems for which the perturbation approach fails. decomposition method can be applied to both strongly and

Most variational methods represent the total interaction energy weakly interacting molecules. We also show that the absolutely
as a sum of a frozen density interaction energy, a polarization localized molecular orbital formulation can be used to further
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separate the charge-transfer term into bonding and back-bondingf the isolated moleculg with its nuclei fixed at the complex
components. geometry andPy is the properly antisymmetrized many-electron
To demonstrate the validity and usefulness of the new EDA wavefunction of the supermolecule constructed from the unre-
based on the absolutely localized molecular orbitals (ALMO laxed nonorthogonal occupied MOs of the fragments. The frozen
EDA), we applied it to a series of problems of chemical interest: density term is sometimes represented as a sum of two terms:

» covalency of hydrogen bonding in the water dimer (a) a Coulomb (ELS) term and (b) an exchange term in the HF

« solvation of alkali cations in small water clusters theory (EX) or an exchange-correlation term in the Keam

o donor-acceptor interactions in borane adducts theory (XC). These two contributions are well-defined, but

e synergic bonding in Zeise’s salt and its analogs

« interaction of molecular hydrogen with transition metal AEgg; = AEg g+ AEgyxc 3)
centers

« interaction of methane withyf-R-CsHz)Re(CO) complexes because they correspond to the energy of wavefunctions that

For the first four systems, the bonding mechanisms are are not properly antisymmetrized, we will not separate them.
relatively well understood and we show that the ALMO EDA  The polarization energy is defined as the energy lowering
results are consistent with existing conceptual description of due to intramolecular relaxation of each molecule’s absolutely
intermolecular bonding. The last two examples demonstrate thatlocalized MOs in the field of all other molecules in the system.
the ALMO EDA can assist in solving practical chemical The intramolecular relaxation is constrained to include only
problems. The systems considered here are related to the desigdariations that keep MOs localized on their molecule. The
of effective hydrogen fuel storage materials and the catalytic ALMO expansion thus explicitly excludes charge transfer from

activation of carborhydrogen bonds in alkanes. one molecule to another and the variational optimization of the
ALMOs performed in the SCF MI method is, therefore, an ideal
2. Theory method for calculating the polarization term.
The ALMO energy decomposition analysis was implemented
9 P Y P AEpo = Ese{Waimo) — EscdWo) (4)

in the Q-Chem software packatfeAbsolutely localized mo-
lecular orbitals have been originally used to speed up evaluation
of the SCF energies for large ensembles of molectilesilike
conventional MOs, which are generally delocalized over all
molecules in the system, the absolutely localized molecular
orbitals (ALMOs) are expanded in terms of the atomic orbitals
(AOs) of only a given molecul&?444647Such an expansion
excludes charge transfer from one molecule to another in a
natural way. The ALMOs are not orthogonal from one molecule
to the next and, therefore, both the construction of a properly
antisymmetrized many-electron wavefunction and the minimiza-
tion of the electronic energy as a function of the ALMO
coefficients differ from conventional SCF methods. The self-
consistent field procedure for the variational optimization of
the nonorthogonal ALMOs is called SCF for molecular interac-
tions, or SCF MH346.47 Mathematical details of the SCF Ml
method are given elsewhete.The variationally optimized
ALMOs represent the intermediate many-electron state with no
electron flow between the molecules, thus enabling an elegant _ .
separation of the polarization from the charge-tragsfer tergms. AEcr = Eo(W) — EsParmo) + ABgsse (5)
In this section, we will describe how the absolutely localized
orbitals and the SCF MI can be used in an energy decomposition
scheme.

The overall binding energy is decomposed into the geometric
distortion (GD), the frozen density component (FRZ), the
polarization (POL), and the charge-transfer (CT) terms.

WaLmo is a determinant constructed from the fully optimized
ALMOs.

It is important to note that this definition of the ALMOs and
thus polarization energy relies on an underlying basis set that
is partitioned among the fragments. AO basis sets are ideal in
this regard and give well-defined polarization energies as long
as there are no linear dependences. In the linearly dependent
limit where basis functions on one fragment can exactly mimic
functions on another fragment this ceases to be theldsm.
the AO basis sets used routinely in quantum chemistry, this is
not an issue.

The remaining portion of the total interaction energy, the
charge-transfer (CT) energy term, is calculated as the counter-
poise corrected energy difference between the state formed from
the fully relaxed ALMOsWa vo, and the state constructed from
the fully optimized delocalized MOSP.

AEgsse is the (always positive) counterpoise correction that
accounts for the basis set superposition error (BSSE). For a

detailed discussion of the counterpoise correction mettbds,
see the Appendix. The BSSE is not introduced when calculating
frozen density and polarization energy contributions because
constrained MO optimization prevents electrons on one molecule
AEgnp = AEgp + AEgq, + AEpg + AEc; (1) from borrowing the AOs of other molecules to compensate for
incompleteness of their own AOs. However, the BSSE enters
The first step,AEgp, is the energy penalty associated with the charge-transfer contribution because both the BSSE and
geometric distortion of the isolated molecules from their Charge transfer result from the same physical phenomenon of
optimized geometry to the geometry that they have in the delocalization of fragment MOs. Therefore, these terms are
complex. inseparable from each other when finite basis sets are used to

The frozen density term (FRZ) is defined as the SCF energy describe fragments at finite spatial separation. It has been
change that corresponds to bringing infinitely separated distorteddeémonstrated that the BSSE decreases faster than charge-transfer

molecules into the complex geometry without any relaxation €ffects with the quality of the basis €t Therefore, the

of the MOs on the fragments. use of medium and large localized Gaussian basis sets (without
linear dependencies) make the BSSE component of the interac-
AE...=E (W) — SE (¥ 2 tion energy negligibly small but the charge-transfer component
ez = Esel(Po) Z sef 1) @) is still nonzero.

AEct defined in eq 5 includes the energy lowering due to
Esc{(Wy) is the SCF energy of the fully optimized wavefunction electron transfer from occupied orbitals on one molecule to
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set becomes locally complete indicating stability of the proposed
decomposition method. Decomposition of the HartrEeck
energy produces results similar to the KM-type methods but
gives a somewhat larger charge-transfer contribution. According
to our EDA, charge transfer accounts for 27% of the total
hydrogen-bonding energy. When Koh8ham DFT is used
instead of the HartreeFock method (Table 1), all energy terms
change because of modification of the exchange and addition
of the correlation terms into the mean-field Hamiltonian. The
delocalization effect becomes more pronounced for the density
functional methods and in some cases the charge-transfer term
is more than 50% of the overall binding energy. This observation
virtual orbitals of another molecule as well as the further energy is consistent with the tendency of the modern density functionals
change caused by induction that accompanies such an occupiedto underestimate the HOMELUMO gagf* which, in the water
virtual mixing. The energy lowering of the occupied-virtual dimer case, manifests itself in a large charge-transfer energy.
excitations can be described with a Single non-iterative Roothaan The Hartree-Fock frozen density and po|ariza’[ion energies
step (RS) correction starting from the converged ALMO gre comparable to the charge-transfer term. Thus, the interaction
solution®® Most importantly for our present purpose, the energy is equally distributed among three energy terms in the
mathematical form of the SCF MI(RS) energy expression (see water dimer at the gas-phase equilibrium geometry. However,
the Appendix) allows one to decompose the occupied-virtual- the relative contribution of the terms varies strongly with the
mixing term into bonding and back-bonding components for position of the molecules in the dimer. Figure 2 shows the

(C]

Figure 1. Relative position of the water molecules in the water dimer.

each pair of molecules in the complex. dependence of the HF/aug-cc-pVQZ BSSE corrected energy and

RS HO its ALMO decomposition on the orientation of the water

AE=AEZ+ A ; ; . ; .
cT cT T molecules © is varied and all other internal coordinates remain
fixed at their MP2/aug-cc-pVQZ values). The frozen density
_ RS RS HO
- z {A —~y T AEy—x} +Ecr (6) component increases significantly and becomes repulsive as the
XY<X

O—H bonds of two molecules get closer. At the same time,
Thus, the charge-transfer energy term lowering is divided into Stabilization due to charge transfer increases upon the closer
a contribution from the single noniterative Roothaan step and contact but not strongly enough to compensate for the electron
higher order (HO) relaxation effects. The latter includes all density repulsion. The polarization component does not depend
induction effects that accompany occupied-virtual charge trans- noticeably on the orientation of the molecules in the dimer for
fer and is generally small. The RS contribution divides naturally the studied range . The charge-transfer and the polarization
into forward and back-donation, but the higher order term does terms decrease rapidly with the intermolecule distance (Figure
not. The BSSE associated with each forward and back-donation3) @nd, aRon > 3 A, the interaction energy can be accurately

term can be corrected individually (see the Appendix). approximated by the frozen density term alone.
The results of the RS perturbative treatment of the charge-
3. Applications transfer term are very close to the exact terms obtained

variationally, the difference between them is less than 1 kJ/
mol for all methods and basis sets (Table 1). The BSSE
| calculated perturbatively is also almost identical to the varia-
tional BSSE. As expected, the charge transfer occurs mostly
from the proton acceptor to the proton donor (95% of the total
charge-transfer energy lowering). These results confirm the

3.1. Water Dimer. The water dimer is one of the most
extensively studied intermolecular complexé$° Despite the
large amount of theoretical and experimental work, the physica
nature of hydrogen bonding in the water dimer is still a matter
of discussion. The main controversy concerns the amount of
charge transfer, i.e., interfragment covalency, in the hydrogen e .
bond%ng?a‘ez The KM, RVS, gnd CSoV deco)r/nposition);netr?- applicability of_the SCF MI(RS) method to systems with
ods estimate charge-transfer contribution to be smaller than 20%hydrOgen bonding.
of the overall Hartree Fock interaction energi.1663According To estimate the energy of geometrical distortion of the
to the NBO-based methods, the charge-transfer energy loweringmolecules in the dimer, we optimized the geometry of the
is significantly larger than the total interaction energy and isolated molecules. Because geometry relaxation of the mono-
accounts for around 45% of the intermolecular stabilization Mers was performed with MP2/aug-cc-pvVQZ methadcp
energy®-2! Accurate separation of the polarization term from calculated with the density functionals is not necessarily
the charge-transfer term is essential for determining the amountnegative. However, small values &Egp for all methods (Table
of Cova|ency in the hydrogen bonding_ The p0|arizati0n and 1) indicate that geometrical distortion of water molecules is
charge-transfer terms defined in this work are detemined insignificant in the water dimer.
variationally from fully antisymmetrized wavefunctions. This Although HF and DFT methods disagree quantitatively on
feature makes the ALMO EDA an ideal method for studying the exact contribution of charge transfer into the intermolecular
the nature of the hydrogen bonding. interaction in the water dimer, it is obvious that its role in

The water dimer geometry with@ symmetry was optimized ~ hydrogen bonding is not less significant than those of polariza-
at the MP2/aug-cc-pVQZ level. Relative position of the tion and frozen density interactions. The widespread DFT results
molecules in theCs dimer is described by three parameters indicate that a better description of the intermolecular correlation
shown in Figure 1. The MP2/aug-cc-pVQZ structure is char- energy is necessary for the water dimer. ALMOs can be used
acterized byo. = 171.6, ® = 126.8, andRoy = 1.936 A. to extend the energy decomposition analysis beyond the mean-

The results of the energy decomposition analysis are presentedield methods and provide an accurate description of the
in Table 1. Table 1 shows that the total interaction energies ascorrelation energy at the MP2 or coupled-cluster levels. This is
well as the energy components rapidly converge as the basisa problem we hope to report on in the future.
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TABLE 1: EDA Results for Water Dimer (kJ/mol) for Geometry Optimized at the MP2/aug-cc-pVQZ Level

exchange: HF B3 PWO1 B
correlation: NONE LYP PWO1 P86

X:a D T Q D T Q D T Q D T Q
AEerz -59 52 -49 -55 -54 -51 -93 -87 -83 -20 -19 -16
AEpoL -48 -59 -60 -44 -61 -65 -28 —48 -52 —43 —64 70
AERS -02 -02 -02 -02 -04 -03 -03 -04 -04 -02 —04 —03
AERS -32 -30 -33 -79 -66 -67 -104 -83 -83 -104 -83 83
AEH® -08 -06 -06 -05 —04 03 0.6 0.2 0.0 0.1 0.0 0.0
AEgp(D)° 0.6 0.7 07 -02 03 -00 —04 01 -02 —04 01 —02
AEgp(A)P 0.1 0.1 01 -01 -02 -01 —02 -02 -02 -02 -02 —0.2
AEginp® -142 -141 -142 -188 -187 —190 -—228 -—221 -225 -17.3 171 -17.6
AEgsse 11 03 0.1 0.9 0.2 0.1 1.0 0.2 0.1 0.9 0.1 0.1
AERS 0.9 03 0.1 0.9 0.2 0.1 0.9 0.2 0.1 0.9 0.1 0.1

aBasis set used for the EDA is aug-cc-pVXZD and A stand for proton-donor and proton-acceptor, respectivély, terms calculated with
the MP2/aug-cc-pVQZ method for D and A are 0.20 and 0.01 kJ/mol, respecth@BSE-corrected and uncorrected MP2 total interaction energies
are—18.3 and—22.3 kJ/mol for aug-cc-pVDZ, respectively;19.8 and—23.7 kJ/mol for aug-cc-pVTZ, respectively; ar@0.6 and—22.0 kJ/mol

for aug-cc-pVQZ, respectively.

20

Energy, kJ/mol

20 : . . . .
0 50 100 150 200 250
e
Figure 2. Dependence of the energy components on the relative
orientation of the water molecules in the dimer. HF/aug-cc-pVQZ.

300
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Energy, kJ/mol

-20 — . . . . .
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Figure 3. Dependence of the energy components on the distance

between the water molecules in the dimer. HF/aug-cc-pVQZ.

3.2. M(H20)," Clusters (M = Li, Na, K, Cs, Rb). The local
environment of solvated alkali metal ions is an important subject
in aqueous chemistry as well as in biology. In this connection,

regarded to have a significant covalent contribution. Energy
decomposition analysis can provide a quantitative measure of
covalency in the cation-water bonding by estimatihgcr.

We compare results of the ALMO EDA for cation-water
interactions in Li, Na", K*, Cs", and RbB clusters with one
and four water molecules. Geometry optimization and EDA
calculations were performed using the BP86 density functional
with the aug-cc-pVDZ basis set for O, H atoms and the SRSC
pseudopotential basis set for the metal atoms. The results are
summarized in Figure 4 (see also Table S1 in the Supporting
Information).

For complexes with one water molecule, M®)*, the largest
binding energy is observed for Li The absolute value of
AEginp decreases from 135 to 45 kJ/mol in the series frorm Li
to Cs'. The frozen density interaction is the dominant contribu-
tion to the binding between the cation and the water molecule,
which indicates that the electrostatic interaction of the positively
charged ion with the water dipole is indeed the major component
in these interactions. Polarization effects are significantly
smaller, but they also play an important role in the binding (the
largest contribution of 34% of the total interaction energy is
observed for LT). Absolute values of bothErrz and AEpoL
decrease as the MO distance grows from tfito Cs". Charge
transfer is noticeable only for lithiumwater interactions (8%
of the total interaction energy), and it is negligible for all other
cations. The single Roothaan step can reproduce such small
charge-transfer effects very well (the higher order relaxation
term is less than 0.05 kJ/mol). As expected, the electrons are
transferred from the water molecule to the cation.

The same trends are observed for interaction of a water
molecule with the partially solvated alkali cations M®)s".

The interaction energy and its components are smaller in
magnitude compared to the energetics of interaction with bare
cations (Figure 4). The electric field of M@)s* felt by the

fourth water molecule is weaker compared to the electric field
of M* because of better charge delocalization in the former.
This is the reason for the decrease\iBrrz andAEpo,. Charge

transfer from the water molecule to the partially solvated cation

alarge number of experimental and theoretical studies have beeris smaller than charge transfer to the bare cation. This is because

carried out on the solvation of monovalent cations in small water
clusters, showing that smaller cations bind water more strongly
than larger cation®6567 This trend can be qualitatively
explained using Pearson’s hard soft acid base (HSAB) prin-
ciple’889according to which the water molecule (a hard Lewis
base) interacts preferentially with hard acids (small cations).
The catior-water binding in small clusters is described as
electrostatic in nature; however, some catiovater bonds are

the cation’s electron deficiency is partially compensated in
M(H20)s* by the electron donation from the three neighboring
water molecules. The energy of geometrical distortion of the
water molecules in the lithium complexes is less than 0.15 kJ/
mol and even smaller for all other cations (less than 0.03 kJ/
mol).

3.3. Donor—Acceptor Interactions in H3B—NH3, H3B—
CO, H3sB—N,, and HsB—CN~. Donor—acceptor bonding is a
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M*...H,0 (Hy0)3M*...H,0
Rb* Cs* Li* Na* | K+ | Rb* | Cs*

Lit | Na* | K+ |
04
o [
-40
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Energy, kJ/mol

-100 A -AEFRZ -AEPOL .AEW—>M

-120 1
-140
Figure 4. BP86/SRSC/aug-cc-pVDZ EDA results for M{8)," clusters.
TABLE 2: B3LYP/6-31(+,+)G(d,p) EDA Results (kJ/mol) density repulsion is considerably stronger in borane carbonyl
for HsB—NH3, HsB—CO, HsB—No, and HsB—CN™ for all distances (Figure 5A). The intramolecular orbital
B—X relaxation AEpo(, Figure 5B) stabilizes borane carbonyl only
HB—NHs H:B—CO HB-N, HsB-CN- slightly more than ammonia borane. As a result, the stabilization
due to the non-charge-transfer interaction&Egrz + AEpol,
ﬁgiz ff%% 7%63'.71 71223'2 7310%‘.1'78 Figure 5C) is greater for #8—NH; than for £B—CO. The
AERS, —137.3 —146.1  —110.0 —183.7 charge-transfer effects are drastically different gBHCO and
AERS 107 ~1365 —835 —341 H3B—NHa3: although the energy lowerings due to the electron
A BoX 04 05 g8 o8 donation to BH are almost the same (Figure 5D), the stabiliza-
AEG;(BHg) 54.4 54_7 441 9'1.0 tion due to back-dor}ation effects is strong for boran(_a carbonyl
AEgo(X) 0.0 0.1 01 07 and only barely noticeable for ammonia borane (Figure 5E).
AEsmno —117.5 —113.8 -30.1 —248.8 Thus, the interplay between the energy components results in
AEgsse 6.1 3.3 3.7 3.1 the same total interaction energy inB+CO and HB—NH;
AEggee 5.8 3.2 35 3.0 although the true bonding mechanisms are far from being
d, A 1.67 1.53 1.56 1.59 similar. Another indirect indication of different binding in these

. ) ) two complexes is the intermolecular distane¢he B—N bond
central concept in chemistf.70.71]t is usually represented as

donafi fal lect ir of & Lowis b it . is 0.14 A longer than the BC bond (Table 2).

onation of a lone electron pair of a Lewis base into an empty . _

orbital of a Lewis acid. The NB bond in ammonia borane Desplt? the fact that cpmplexesBB-I—C.O, HB NZ'. gnd
(H3sB—NHs3) is a textbook example of doneacceptor bonding. H3B_C.N are |soelectron|9_they have different ?t‘f"b"'ty and
This bond has been the subject of numerous experimental ancﬁrfcf)pertles. EADAhcan pe;hhze% toEreveaI the orltgln of these
theoretical studies confirming that the electronic structure of ©' glrenfces. SZ ownllm |gure ﬁ FRZ corr;pr?ne?]s areavery
ammonia borane is indeed correctly described by its Lewis SIMilar for Np and CO ligands. In the case of the charge@H
structure!®7275 The photoelectron spectfd® and EDA _CN complex, polarization effects are_substantlally stronger than
studied®7477 of another borane compoundaBCO, suggest N the case of neutral complexes (Figure 5B) andeHCN-

that the donoracceptor bonding in this complex has more IS S|gn|f_|cantly stabilized just by polarization (Figure 5C).
complicated character with significant contribution of back- Comparison of the charge-transfer curves for the three com-
donation of the electron density from Bio CO. We apply  Plexes (Figures 5D and SE) leads to the well-known conclusion
the ALMO energy decomposition to analyze and compare the that CO is a strong, well balanceddonor andz-acceptor,

donor-acceptor bonding in ¥B—NH; and HB—CO com- is a weaker balanced-donor andr-acceptor, whereas CNs
plexes. We also comparesBi—CO to the isoelectronic com- @ Very goodos-donor but a very poor-acceptor. Geometrical
plexes HB—N, and HB—CN-". distortion of the BH unit is noticeable in these complexes,

B3LYP density functional theory with the 6-3%(+)G(d,p) whereas distortion of the diatomic molecule is insignificant. The
basis set was used to obtain both the complex geometries and®Hs distortion is the highest for CNmost likely because of
the interaction energy components (Table 2). The energy profilesits high polarizing power. N causes the least geometrical
in Figure 5 were generated by varying the intermolecular changes in Bhl

distance with all other geometric parameters fixed. Although  As a result of strong polarization awddonation effects, CN

the total interaction energies are approximately the same forforms very strong bonds with BPolarization strength of the
HsB—NH3; and HB—CO at the equilibrium geometry, the CO ligand is lower, but it is partially compensated by its good
energy components differ significantly (Table 2). The frozen x-electron accepting properties. Therefore, binding yBH
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Figure 5. Dependence of the energy components on the distance between the monomers in borane agtubist; (); HsB—CO (O); HsB—
N2 (€); HsB—CN~ (a). Filled points on the curves correspond to the B3LYP/6+3H)G(d,p) equilibrium geometries.
CO is not as strong as insB—CN-, but it is still approximately ;rlé?nl;g)sf:orB[?(Lg;(/bégLﬁ?]z,/ 6-31( +,+)G(d.p) EDA Results
85 kJ/mol stronger than binding insB—No. 3 e

3.4. Synergic Bonding in Pt-Alkene Complexes. The X
metat-alkene bonding in Zeise’s salt and its analogs is a classic F Cl Br
example of the DewarChatt-Duncanson model of synergic AErrz 241 238 247
bonding between a double bond and a mé&al® According AEpoL —67 —74 -76
to this model, the alkene donates the electron density from its AE??H_CZHA —211 —158 —156
s-bonding orbital into the metal unoccupied orbitals, and the AEZ _x i —146 —144 —138
metal donates the electron density back from its occupied AER® -33 -36 -34
orbitals into the carboncarbon s-antibonding orbital. This AEcp(X3Pt) 8 14 16
conceptual description is widely accepted in organometallic AEgp(C2Ha) 31 26 26
chemistry and allows one to make qualitative prediction of ABeino —178 —134 —115
properties of metal complexes based on the classification of AEE?E ! ! 12
: . : AE| 7 7 11
ligands in terms of the strength of forward-donation and back- d(CB—S?DEt) A 212 216 218
bonding interaction8! Description of the synergic interactions d(fo),'A 2.70 2.90 2.97

in metal-alkene complexes can in principle be made quantita-
tive with energy partitioning method8:84 In this section, we  step reasonably wellAEE? is around 10% of the variational
analyze bonding in Zeise’s salt iPt(;>-C;Hs)]~ and its analogs ~ charge-transfer energy. Unlike charge-transfer effects in classical
in which the Cf ligands are replaced withFand Br. donor-acceptor complexes like NagB);" or H3B—NH3
Complex geometries were optimized using the BP86 density (Figure 4 and Table 2), charge transfer in Zeise’s salt calculated
functional with the effective core potential LANL2DZ basis for  with ALMO EDA occurs both ways: from the ligand to the
the Pt atoms and the 6-3#(+)G(d,p) basis for all other atoms.  metal and from the metal to the ligand. The stabilization energies
The EDA calculations are also done at the BP86/LANL2DZ/ of forward donation and back-bonding effects in Jil;?-
6-31(+,+)G(d,p) level, and the results are summarized in C,H,)]~ are approximately equal and, thus, correctly reproduce
Table 3. the qualitative description of the Dewa€hatt-Duncanson
In all three complexes, the frozen density interactions are model. A pictorial representation of the orbital interactions
repulsive, polarization effects are not large{2®% of the total corresponding to forward donation and back-bonding is given
favorable binding), and as expected, the charge transfer is thein Figure 6.
major force that stabilizes the metadlkene bond. These strong One can see from Table 3 thAErrz terms do not differ by
charge-transfer effects can be reproduced by single Roothaarmore than 9 kJ/mol when the halogen ligands are changed. The



8760 J. Phys. Chem. A, Vol. 111, No. 36, 2007

Px T

Figure 6. Pictorial representation of the orbital interactions infPx
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R

Figure 7. (A) (R-CeHe)Cr(Hz)s complex. (B) (R-Cp)Re(CQICH,)
complex.

Geometry optimization and EDA of the binding energies were
performed using BP86 density functional theory with the SRSC
effective core potential basis for the Cr atoms and the 6-311G-
(d,p) basis for the rest of the atoms. Each dihydrogen molecule
represented a fragment. Results of the energy decomposition
are shown in Figure 8 (see also Table S2 in the Supporting
Information).

represent occupied orbitals; unfilled contours represent unoccupied For visual clarity, the results of the EDA in Figure 8 are

orbitals.

same can be said abolNEpo,: the spread is 9 kJ/mol for
Cl~, and Br ligands. There is only a small difference in the
charge-transfer energy betweenmBmnd CI, but AEct for F~

is 50 kJ/mol lower than for Brand CI. Analysis of the charge-

transfer term shows that it is the back-bonding component that
is responsible for this difference whereas the forward donation

terms are nearly the same for the,ECI-, and Br ligands.
The origin of this effect can be understood by a detailed
examination of the orbital interactions in the complex. The
occupied orbital of the [¥Pt]” fragment that donates electrons
to the unoccupied* orbital of ethene is the antibonding orbital
formed upon interaction of the &brbital on Pt and the valence
p; orbital on one of the X ligands. This occupied antibonding
orbital is shown in Figure 6A. Because the,2pbital of F
lies closer in energy to the hdorbital on Pt than to the 3p
orbital of CI~ the resulting antibonding orbital lies higher in
energy in the [EPt]” complex than in the [GPt]~ complex

presented in the following way:

« A reference value is chosen for each energy component as
the maximum value of this component in the series of substituted
complexes:AES, AES | etc.

» The relative energy terms are calculated for each complex
as a difference between the energy term and the corresponding
reference value (e.9.AAErry = AErrz — AES,). The
relative values are plotted on the graph.

e The reference values for each energy term are summed to
give the total interaction energy for the reference complex
(AEE! ;) and theY-axis of the graph is shifted bXE .

Thus, the relative terms constructed in this way are always
negative and their absolute values represent the stabilization
energy of the component relative to the corresponding reference
value. Also, the total length of the column in the graph represents
the overall stabilization of the complex relativeAd&Exh . The
shift of the Y-axis ensures that the position of the lower edge

and, therefore, gives stronger interaction with the high-energy ©f the column gives the total interaction enemy¥sino.

* ethene orbital.

3.5. Interaction of Molecular Hydrogen with Transition
Metal Centers.Molecular hydrogen is considered to be a clean,
renewable replacement for the world’s diminishing fossil fuel

In addition to Figure 8, the absolute values of all energy
components for all complexes are included in the Supporting
Information in Table S2.

For all H, complexes, the frozen density interactions are

resources. However, a conversion to a hydrogen-based economyepulsive. Charge transfer is the dominant contribution to the
is far from realization as present day technology is not capable binding between kand the Cr center and amounts to-6&5%

of dealing with issues of effective fuel stora§e&®Developing

of the total favorable binding contributions. The polarization

viable hydrogen storage materials (HSMs) is thus a particular effects contribute the remaining 335%. The forward donation

challenge. Microporous metabrganic frameworks (MOFs) are
potential HSM candidates that consist of inorganic meteide
clusters bridged by organic linke¥s:8° To improve the H

energy (from H to the metal) is higher in magnitude (around
—90 kJ/mol) than the back-donation energy (betweé&? and
—81 kJ/mol); however, the energy of charge transfer between

interaction with the framework it has been suggested to embedneighboring hydrogen molecules as well as higher order
open/unsaturated metal sites within the organic linker becauserelaxation effects are negligibly small (few kJ/mol).

unsaturated or partially charged metal centers could have a

tremendous effect on theyHbinding affinity 30-92

It can be seen from Figure 8 that the frozen density and the
polarization energy terms are strongly affected by the substituent

There is experimental evidence to show that molecular on benzene. The spread AErrz values is 42 kd/mol, and the

hydrogen can coordinate with chromium to form stalbleond-
ed H, complexes such ag§-CsHe)Cr(Hz)(CO).>22 Therefore,

it may be possible to synthesize hybrid MOFs where the Cr-

(CO) groups are complexed to the aromatic organic linR&fs,

spread iNAEpg values is 41 kJ/mol. However, there is apparent
correlation betweem\Eggrz and AEpo. terms: high positive
values ofAErrz correspond to large negative valuesAdEpo,

and therefore, the sum of their relative contributions (Figure 8)

and subsequently, the CO ligands are removed to allow up tois not that strongly influenced by the benzene substituents (the
three B molecules to interact with the resulting coordinatively spread is decreased to 19 kJ/mol). The combined stabilization
unsaturated chromium complexes. Here we analyze the naturedue to the non-charge-transfer effect is generally smaller for

of the H, interaction with the chromium site in§-CgHe)Cr-
(H2)s complex (Figure 7A) and study the effect of simple
mr-electron-donating and-electron-withdrawing substituents (R)
in the benzene ring on the €H; interaction energy®

electron-withdrawing groups.

The forward donation energy is insensitive to the nature of
the substituent in the benzene ring (the spread is 8 kd/mol),
whereas back-donation is more pronounced Aeelectron-
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Figure 8. BP86/SRSC/6-311G(d,p) EDA results for (RHG)Cr(Hz)s complexes. On the vertical axis are the (negative semi-definite) differences

in each component of the energy decomposition relative to the reference value, which is defined as the maximum of that component overall
substituents. Each different phenyl substituent, R, is marked across the top of the plot. See text for further details. Reference values for the energ
components, kJ/molAES:, = 349, AERS, = —209, AE,, = —166, AEGH(H) = 77, AEg,, = —261, AEGH(M) = 37, AEj; ., = —11,

AES) = 13, AESN ) = —171.

donating groups (maximum absolute value is 81 kJ/mol) and is information could be used as input to optimize the design of
less pronounced for-electron-withdrawing groups (maximum  hybrid MOFs.
absolute value is 52 kJ/mol). This trend can be rationalized as  3.6. Interaction of Methane with (;75-CsHs)Re(CO), Com-
follows: s-electron-withdrawing substituents decrease the plex. Carbon-hydrogen bond activation reactions in alkanes
electron density on benzene, which in turn pulls the electrons are industrially important, as they could be used for the
from the metal thus decreasing the electron density flow from conversion of inexpensive inert alkanes into reactive mol-
the metal to the hydrogen molecules. ecules?”%8 Transition metal complexes are known for their
The trend observed for the back-donation energy is consistentability to activate G-H bonds in alkane® It is widely accepted
with the trends in the calculated-HH bond lengths and the  that C—H activation reactions proceed via alkameomplex
corresponding bl geometry relaxation terms. The higher the intermediate$® Such species have recently been detected and
back-donation energy term, the longer the-Hi distance is studied in low-temperature NMR experime#t&101 Although
(Table S2 in the Supporting Information). In turn, the change much of the effort has been devoted to isolation and structural
in the H-H bond length with respect to its gas-phase value characterization of intermolecular alkane-B/metal complexes,
determines the\Egp(Hy) term. Therefore, in the case of;H these attempts have not been successful thus far.
binding, AEsp(H2) can be combined with the back-donation Experimental studies of the reaction of CoM(G@heptane)
energy term to emphasize that charge transfer to the antibondingcomplex with CO have found that the rate of displacement of
orbitals of H is indeed the driving force for the geometric n-heptane by CO decreases with the identity of M both across
distortion of H. The correlation of these two terms is apparent and down groups 5, 6, and 7 of the periodic table. For example,

from Figure 8. The combined term\AEp,—-v + AAEgp(H2) , CpV(COX)(n-heptane) reactes with CO 50 000 times more
does not vary as much as the back-bonding term alone (its spreadapidly than CpRe(CQjn-heptane}®21%3In agreement with the
is 16 kJ/mol). observed trends, several rhenium complexes with large alkanes

On the basis of the EDA results, we conclude that there exists have now been detected using low-temperature NRIROIn
a correlation between the electronic effects of the substituentsthis section we apply the ALMO EDA to study the factors
(both strength and direction) and the amount of charge transfercontributing to the stability oi>-complexes of methane with
from Cr to H,. The combined frozen density and polarization substituted cyclopentadienyl-dicarbonyl-rhenium(l) complexes
term is also correlated with the substituent effects. The calculated(R-Cp)Re(CO)-—x(L)x(CHg).104

binding energies indicate that tleelectron-donating substit- Geometry optimization of the complexes and the EDA were
uents (R= OCH;, OH, NH,, F, CH) increase the Kbinding again performed using the BP86 functional with the LANL2DZ
to the metal center relative to the parent complex<Ri) and effective core potential basis for the Re atoms and the
the mr-electron-withdrawing groups (R COH, COOH, CE, 6-31(,1+)G(d,p) basis for all other atoms. In the final structure,

NO,, CN) decrease it. In terms of magnitude, the effect is not the substituent in the Cp ring is oriented away from the methane
significant (1-7% of the overall binding energies), but it could ligand, which has a €H bond coordinated to the Re atom
possibly be further enhanced in the presence of multiple (Figure 7B). Results of the energy decomposition are shown
electron-withdrawing groups. This example demonstrates how in Figure 9 (see also Table S3 in the Supporting Information).
the energy decomposition analysis determines which factors The meaning of the terms in Figure 9 is the same as that in
might be used to tune the jHinteraction strength. Such  Figure 8.
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Figure 9. BP86/LANL2DZ/6-31(+,+)G(d,p) EDA results for the (R-Cp)Re(C&FH,) complexes. See the caption of Figure 8 and the text for
full description of the quantities plotted. Reference values for the energy components, kNE; = 74, AEL?&L = —26, AER‘,TLCHA = —21,
AEGL(CHs) = 17, AEF, _y = —67, AEG(M) = 3, AE[, = 6, AEg, = —15.

TABLE 4: BP86/LANL2DZ/6-31(+,+)G(d,p) EDA Results density from methane to the metal and, thus, increases the
(kJ/mol) for the (Cp)Re(CO)(L)(CH,) Complexes overall binding energy. The back-bonding term is insensitive
L to the Cp ring substitution. The-electron-donating groups have
NO* co N, CN- NH; the opposite effect and destabilize threomplex.
AEgrz 68 66 52 61 50 The magnitude of the substituent effect is not very strong.
AEpoL —42 =27 —23 —22 —-19 The overall binding energy in the most stableomplex (R=
AEV e, -9 -28 -20 -28 -4 NO,) is increased only by 3 kJ/mol (7%) relative to the
AEG - -0 -73 -5 38 36 unsubstituted CpRe(CEfiCH,) complex. Although this stabi-
AERD 8 4 6 4 5 lization itself is not enough to make thecomplex isolable,
AEcp(M) 3 2 2 9 21 increasing the number and the strengthraflectron-withdraw-
AEgp(CHy) 18 14 10 8 5 . . . . - .
AEano 65 Y _o8 —7 2 ing groups in the Cp ring will assist in design of a stable alkane
AEgsse 5 4 4 3 4 o -complex. For example, in a hypothetical positively charged
AERS 5 4 4 3 4 complex with a strong electron-withdrawing NHgroup in the

SE
d(C,—H;),A* 1164 1160 1151 1155 1142  Cp ring, the binding energy is increased by 13 kJ/mol (31%)

d(Re—Hy), A 1.933 1.935 1.957 1.994 2.018 : e
d(Re-Cy), A > 642 5635 5670 5812 5840 relative to CpRe(CQJCH,) (some stabilization comes from
non-charge-transfer effects).

*d(Ci~Hy) = 1.101 A'in the uncoordinated methane molecule. Placing electron-withdrawing groups closer to the metal center
(i.e., replacing CO ligands with strongeracceptors) can also

The ALMO EDA for the unsubstituted CpRe(CQGH) lead to stronger binding of methane on Re. Indeed, in the series
shows that the major contribution to binding between methane Of isoelectronic ligands, NQ CO, N, CN-, the strongest
and Re is due to charge transfer (78% of the total favorable methane binding is observed for the strongesicceptor, NO
binding contributionsAEpo. and AEcT), whereas polarization ~ (Table 4). The EDA shows that the increase in the binding
is less significant (22%) and the frozen density interaction is energy is due to increased forward donation and polarization.
repulsive (Table 4). A majority (72%) oAEct is associated For the NO" ligand, methane binding is 23 kJ/mol (or 55%)
with charge transfer from the occupied orbitals of alkane to the stronger than that for CO.
vacant orbitals of the metal complex, and the remainder is due
to back-bonding AELY is less than 5% of the overall charge-
transfer term). The goal in designing an isolableomplex
should be to choose the combination of ligands that is the most
thermodynamically stable with respect to reactants and yet also
has a high barrier to oxidative addition. Therefore, it is desirable S . .
to increase the binding energy of methane without increasing energy surface, it is energetically less stable than the isolated
the charge transfer from the metal complex to methane becausdnethane and CpRe(CO)(NHCH,) molecules AEeno > 0).
a strong back-bonding will result in cleavage of the€bond. Overall, we conclude that the ALMO EDA can be used to
As seen from Figure 9, placing-electron-withdrawing groups  explain the nature of the alkanenetal interaction iro-com-
into the Cp ring increases the forward donation of electron plexes and to make computational predictions of the relative

Using large ligands instead of CO will decrease the relative
stability of the o-complexes because of sterical constraints
around the rhenium atom. As seen from Table 4, geometry
distortion effects are large even for the relatively smallsNH
ligand, and although the-complex is a true minimum on the



Feature Article J. Phys. Chem. A, Vol. 111, No. 36, 2008763

stabilities of these complexes as a function of substituent. Smallfrom the virtual ALMOs that span the virtual subspace to ensure

electron deficient ligands lead to the strongest alkane-metal strong orthogonality of the subspaces. The Roothaan step BSSE-

binding. corrected energy lowering in eq 6 is a quasi-perturbative energy
correctiort3106.107that can be expressed as

4. Conclusions

In this paper we have presented an energy decomposition
analysis (EDA) method based on absolutely localized molecular
orbitals (ALMO). The ALMO EDA enables accurate separation \yhereF* _is the ALMO contravariantcovariant representa-

of the total intermolecular interaction energy into frozen density, tjon of the Fock operator build from the converged ALMO
polarization, and charge-transfer energy terms. The newly \4vefunction Wavo), andt’?, is the amplitude correspond-

X

proposed method has been tested successfully on systemg,q 1 electron excitation (transfer) from the converged abso-
involving hydrogen bonding, donemcceptor interaction, and |ty |ocalized occupied orbitdlon fragmentx to the virtual

both 7- and o-complexes. For well understood cases such as opta| a on fragmenty. Therefore, the energy of the electron
the water dimer, EB—NHs, and Zeise’s anion the ALMO EDA  ansfer from fragmen to fragmenty in eq 6 is expressed as
results are broadly consistent with existing understanding of

intermolecular bonding. Additionally, we haye dem_onstrated_ that AEﬁfy _ meatani + AEggsaey) @8)
the ALMO EDA can be used to assist in solving practical

chemical problems such as tuning methl, and metat-alkane  The variational nature of the polarized ALMOs guarantees that
]E"lrl‘d'ng strength. The main advantages of the ALMO EDA the delocalization energy term within a molecule is zero,
ollow: Xi gxa __

t 0.

1. All terms are calculated variationally and the method is 'I{?leXi o

. . ; BSSE correction termaEggseq -, in €q 8 are also
applicable to weakly and strongly interacting molecular systems. .50 ated using the single Roothaan step counterpoise method

2. The charge-transfer energy can be further decomposed into,gteaq of conventional iterative variational counterpoise cor-
forward donation and back-bonding contributions, associated \o.tion49 In the case of the RS counterpoise correction the
with a single Roothaan step plus generally small higher order i jices in egs 7 and 8 refer to the MO orbitals of isolated
charge-transfer energy lowering that cannot be readily decom'monomers, not to the converged ALMOs from the SCF MI
posed. B , calculations. Another difference is that all occupied orbitals are

3. Basis set superposition error in the charge-transfer term|,calized on one molecule, and all orbitals on the other
can be corrected for both variational and Roothaan step mojecules are virtual ghost orbitals. For all systems in this paper,
calculations. , , , _the difference between the Roothaan step counterpoise correc-
ve4. From the computational viewpoint, the ALMO EDA is o AERS.s and the variational correctiom\Egssg is less
ry fast and can be applied to systems of hundreds of molecules[han 0.3 kK3/mol.
at a cost comparable to the cost of regular SCF single point
calculations.

The primary limitation of the ALMO EDA at present is the
need to have physically well-defined fragments each with an
integer number of electrons. This requirement distinguishes
intermolecular from intramolecular interactions. A secondary
limitation is that we have defined the ALMO EDA only for
single determinant wavefunctions so far. This is a limitation
we hope to lift in the future.

AEE'SI' = z I:Xiyatyaxi + AEESSE (7)
xy

Equation 7 can also in principle be used to perform a more
detailed orbital interaction analysis. In this case the energy of
charge transfer from the occupied orbitan fragmenk to the
virtual orbitala on fragmenty is simply F*,, multiplied by the
corresponding amplitude’®; (no summation over the orbital
indices).

The amplitudeg”®; can be found by solving the Roothaan
step quadratic equaticf?
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grant no. DE-FG36-05G015002. equation is used as an initial guess to solve quadratic eq 9 using

. . . ) the Newton method. Finally, the amplitudes are transformed

5. Appendix: Mathematical and Computational Details back to the ALMO representation.
of the ALMO EDA If the amplitudes obtained from the linearized equation are

The following indices are used throughout; y, z are the used to caIcuIatAEFé?, then the energy lowering is equivalent
molecule (fragment) indices, j are the occupied MO indices, to the second-order single excitation perturbation theory re-
a, b are virtual MO indices. Tensor notatit¥is used to work  sult#319%|f the amplitudes are obtained from quadratic eq 9,
with the nonorthogonal basis sets with one exception, which is then the energy lowering is equvalent to the result of single
that the Einstein convention does not imply summation over Fock matrix diagonalization or infinite-order single excitation

molecule indice$? perturbation theory resutt:1%We used the quadratic equation
Relaxation of the occupied ALMOs is performed using the to calculate amplitudes arxNEE? for all systems in this paper.
locally projected SCF method of Gianinetti et “af® as Special care must be taken of the grid superposition error

implemented in the Q-Chem software pack&¥ addition to (GSE) when calculating the interaction energies with DFT. An

the occupied ALMOs, this method yields a set of nonredundant atom-centered finite quadrature grid is used in the density
linearly independent virtual ALMOs. After the locally projected functional calculations to compute complicated integrals in the
equations are converged, the occupied subspace is projected owtxchange-correlation functionals that cannot be evaluated
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analytically108.109Therefore, if the finite grid associated with a
molecule is not large enough, then addition of the grid points

of another molecule can change the energy of the first molecule 1414
even if the second molecule has no basis functions, nuclei, or

Khaliullin et al.
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electrons. This is a spurious effect and does not represent any?1 (3)-

physical interactions. The counterpoise calculations correct the .
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