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An energy decomposition analysis (EDA) method is proposed to isolate physically relevant components of
the total intermolecular interaction energies such as the contribution from interacting frozen monomer densities,
the energy lowering due to polarization of the densities, and the further energy lowering due to charge-
transfer effects. This method is conceptually similar to existing EDA methods such as Morokuma analysis
but includes several important new features. The first is a fully self-consistent treatment of the energy lowering
due to polarization, which is evaluated by a self-consistent field calculation in which the molecular orbital
coefficients are constrained to be block-diagonal (absolutely localized) in the interacting molecules to prohibit
charge transfer. The second new feature is the ability to separate forward and back-donation in the charge-
transfer energy term using a perturbative approximation starting from the optimized block-diagonal reference.
The newly proposed EDA method is used to understand the fundamental aspects of intermolecular interactions
such as the degree of covalency in the hydrogen bonding in water and the contributions of forward and
back-donation in synergic bonding in metal complexes. Additionally, it is demonstrated that this method can
be used to identify the factors controlling the interaction of the molecular hydrogen with open metal centers
in potential hydrogen storage materials and the interaction of methane with rhenium complexes.

1. Introduction

Intermolecular interactions determine physical and chemical
properties of a broad class of important systems such as liquids,
solutions, and molecular solids. They control self-assembly and
self-organization processes in supramolecular polymers, liquid
crystals, and other supramolecular systems.1,2 Hydrogen bond-
ing, one of the most abundant types of intermolecular interac-
tions, plays an important role in the chemistry of numerous
systems, ranging from small water clusters to bulk water, as
well as solvated biomolecules.3-5 Metal-ligand interactions give
rise to a wide variety of metal complexes with different physical
properties, different chemical behavior, and numerous practical
applications.6,7 Many catalyzed reactions involve nondissociative
molecular adsorption, formation ofσ-complexes, and solvent-
active site interactions.8-10 These interactions direct catalyzed
chemical processes and often determine activity and selectivity
of catalysts.

The strength of intermolecular binding is inextricably con-
nected to the fundamental nature of interactions between the

molecules.11 Intermolecular complexes can be stabilized through
weak dispersive forces, electrostatic effects (for example
charge-charge, charge-dipole, and charge-induced dipole
interactions) and donor-acceptor type orbital interactions such
as forward and back-donation of electron density between the
molecules. Depending on the extent of these interactions, the
intermolecular binding could vary in strength from just several
kJ/mol (Van der Waals complexes) to several hundred kJ/mol
(metal-ligand bonds in metal complexes). Understanding the
contributions of various interaction modes enables one to tune
the strength of the intermolecular binding to the ideal range by
designing materials that promote desirable effects.

Because of the broad importance of intermolecular interac-
tions, there is considerable interest in developing theoretical
approaches for describing intermolecular interactions. One of
the most powerful techniques that modern first principles
electronic structure methods provide to study and analyze the
nature of intermolecular interactions is the decomposition of
the total molecular binding energy into the physically meaning-
ful components such as dispersion, electrostatic, polarization,
charge-transfer, and geometry relaxation terms.12-24 Such energy
decomposition schemes help provide insights into the nature
and mechanisms of molecular interactions and, thus, aid the
design of materials that possess desired interactions. Energy
decomposition analysis (EDA) is also a useful tool in developing
reliable force fields for condensed phase molecular simula-
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tions.25-32 EDA has the ability to measure the effect of
functional group substitution on the intermolecular binding
energies and can be used in combinatorial drug design and for
building QSAR models.

The need for physically reasonable and quantitatively useful
values of the intermolecular interaction energy components has
resulted in numerous decomposition schemes proposed since
the early years of theoretical chemistry.12-24 Two main ap-
proaches are available for the decomposition of the interaction
energy. The first relies on symmetry-adapted perturbation theory
(SAPT)12,13and is becoming widely used because of the recently
developed ability33,34 to use inexpensive density functional
theory in the analysis. The second approach to decomposing
interaction energies is variational.14-22 In this paper, we are
concerned primarily with variational self-consistent field ap-
proaches because they are computationally faster than perturba-
tion methods and produce meaningful results for strongly
interacting systems for which the perturbation approach fails.

Most variational methods represent the total interaction energy
as a sum of a frozen density interaction energy, a polarization

energy, and charge-transfer energy terms. The frozen density
term is calculated as the interaction energy of the unrelaxed
electron densities on the molecules. The polarization term is
due to the deformation (or polarization) of the electron clouds
of the molecules in the field of each other. Quantum mechani-
cally, it can be described as the energy lowering due to the
intramolecular relaxation of the molecular orbitals. It is worth
mentioning that the polarization energy term obtained with
variational methods is defined differently from the polarization
terms in SAPT, where it also implicitly includes dispersion in
addition to induction. Finally, the charge transfer can be pictured
as the electron flow to and from each molecule in the system
and it is described by the intermolecular relaxation (or mixing)
of the molecular orbitals. For instance, the ionic bonding can
be described in terms of just the frozen density and polarization
interactions. The amount of the electron transfer or charge
transfer between the molecules is often viewed as a measure of
covalency of a chemical bond.

The method of Kitaura and Morokuma (KM) is the most
widely used variational energy decomposition method.14,16 In
this approach, the energy components are calculated by setting
certain elements of the effective Hamiltonian to zero. It has been
shown that the improper antisymmetrization of the intermediate
wavefunctions used to evaluate the polarization and the charge-
transfer terms in KM method can result in numerical instabilities
of these components at short distances and with large basis
sets.35-37 Moreover, the residual coupling terms introduced as
a correction to reproduce the total interaction energy do not
have clear physical interpretation and in some cases can be of
the order of the legitimate terms.38,39 Despite these limitations
the KM EDA has been widely and successfully applied to
molecular complexes of various types.40-42

Several alternative schemes have been proposed to avoid
problems of the KM EDA. Most popular of these are the
restricted variational space (RVS) analysis,15,16the constrained
space orbital variations (CSOV),17,18 and the natural energy
decoposition analysis (NEDA).19-21 The CSOV and a closely
related method, RVS, are perhaps the best modifications of the
KM method. They use fully antisymmetrized wavefunctions to
calculate all intermediate energies and, therefore, avoid the short-
range problems of the KM procedure. Like the KM method,
the CSOV and RVS schemes are nonadditive, but the missing
components are generally small. Nevertheless, they do not
produce a self-consistent polarization energy nor do they
separate the polarization term from the charge-transfer term
completely. Lack of self-consistency in the polarization and
charge-transfer components is the reason for nonadditivity and
order-of-the-fragment dependence in these schemes. NEDA does
not obtain the intermediate wavefunctions variationally, and
therefore, the resulting polarization terms can be underestimated,
whereas the charge-transfer terms can be overestimated.

Most of the formal and practical problems with the existing
decomposition schemes stem from the inability to determine
the intermediate self-consistent energy corresponding to the
variationally optimized properly antisymmetrized many-electron
wavefunction constructed from MOs fully localized on the
molecules. In this paper, we present an energy decomposition
method based on absolutely localized molecular orbitals43-47

that calculates the self-consistent variational polarization energy
and, therefore, naturally separates the polarization energy term
from the charge-transfer term. Due to its variational nature, this
decomposition method can be applied to both strongly and
weakly interacting molecules. We also show that the absolutely
localized molecular orbital formulation can be used to further
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separate the charge-transfer term into bonding and back-bonding
components.

To demonstrate the validity and usefulness of the new EDA
based on the absolutely localized molecular orbitals (ALMO
EDA), we applied it to a series of problems of chemical interest:

• covalency of hydrogen bonding in the water dimer
• solvation of alkali cations in small water clusters
• donor-acceptor interactions in borane adducts
• synergic bonding in Zeise’s salt and its analogs
• interaction of molecular hydrogen with transition metal

centers
• interaction of methane with (η6-R-C5H4)Re(CO)2 complexes
For the first four systems, the bonding mechanisms are

relatively well understood and we show that the ALMO EDA
results are consistent with existing conceptual description of
intermolecular bonding. The last two examples demonstrate that
the ALMO EDA can assist in solving practical chemical
problems. The systems considered here are related to the design
of effective hydrogen fuel storage materials and the catalytic
activation of carbon-hydrogen bonds in alkanes.

2. Theory

The ALMO energy decomposition analysis was implemented
in the Q-Chem software package.48 Absolutely localized mo-
lecular orbitals have been originally used to speed up evaluation
of the SCF energies for large ensembles of molecules.43 Unlike
conventional MOs, which are generally delocalized over all
molecules in the system, the absolutely localized molecular
orbitals (ALMOs) are expanded in terms of the atomic orbitals
(AOs) of only a given molecule.43,44,46,47Such an expansion
excludes charge transfer from one molecule to another in a
natural way. The ALMOs are not orthogonal from one molecule
to the next and, therefore, both the construction of a properly
antisymmetrized many-electron wavefunction and the minimiza-
tion of the electronic energy as a function of the ALMO
coefficients differ from conventional SCF methods. The self-
consistent field procedure for the variational optimization of
the nonorthogonal ALMOs is called SCF for molecular interac-
tions, or SCF MI.43,46,47Mathematical details of the SCF MI
method are given elsewhere.43 The variationally optimized
ALMOs represent the intermediate many-electron state with no
electron flow between the molecules, thus enabling an elegant
separation of the polarization from the charge-transfer terms.
In this section, we will describe how the absolutely localized
orbitals and the SCF MI can be used in an energy decomposition
scheme.

The overall binding energy is decomposed into the geometric
distortion (GD), the frozen density component (FRZ), the
polarization (POL), and the charge-transfer (CT) terms.

The first step,∆EGD, is the energy penalty associated with
geometric distortion of the isolated molecules from their
optimized geometry to the geometry that they have in the
complex.

The frozen density term (FRZ) is defined as the SCF energy
change that corresponds to bringing infinitely separated distorted
molecules into the complex geometry without any relaxation
of the MOs on the fragments.

Escf(Ψx) is the SCF energy of the fully optimized wavefunction

of the isolated moleculex with its nuclei fixed at the complex
geometry andΨ0 is the properly antisymmetrized many-electron
wavefunction of the supermolecule constructed from the unre-
laxed nonorthogonal occupied MOs of the fragments. The frozen
density term is sometimes represented as a sum of two terms:
(a) a Coulomb (ELS) term and (b) an exchange term in the HF
theory (EX) or an exchange-correlation term in the Kohn-Sham
theory (XC). These two contributions are well-defined, but

because they correspond to the energy of wavefunctions that
are not properly antisymmetrized, we will not separate them.

The polarization energy is defined as the energy lowering
due to intramolecular relaxation of each molecule’s absolutely
localized MOs in the field of all other molecules in the system.
The intramolecular relaxation is constrained to include only
variations that keep MOs localized on their molecule. The
ALMO expansion thus explicitly excludes charge transfer from
one molecule to another and the variational optimization of the
ALMOs performed in the SCF MI method is, therefore, an ideal
method for calculating the polarization term.

ΨALMO is a determinant constructed from the fully optimized
ALMOs.

It is important to note that this definition of the ALMOs and
thus polarization energy relies on an underlying basis set that
is partitioned among the fragments. AO basis sets are ideal in
this regard and give well-defined polarization energies as long
as there are no linear dependences. In the linearly dependent
limit where basis functions on one fragment can exactly mimic
functions on another fragment this ceases to be the case.15 For
the AO basis sets used routinely in quantum chemistry, this is
not an issue.

The remaining portion of the total interaction energy, the
charge-transfer (CT) energy term, is calculated as the counter-
poise corrected energy difference between the state formed from
the fully relaxed ALMOs,ΨALMO, and the state constructed from
the fully optimized delocalized MOs,Ψ.

∆EBSSE is the (always positive) counterpoise correction that
accounts for the basis set superposition error (BSSE). For a
detailed discussion of the counterpoise correction methods,49

see the Appendix. The BSSE is not introduced when calculating
frozen density and polarization energy contributions because
constrained MO optimization prevents electrons on one molecule
from borrowing the AOs of other molecules to compensate for
incompleteness of their own AOs. However, the BSSE enters
the charge-transfer contribution because both the BSSE and
charge transfer result from the same physical phenomenon of
delocalization of fragment MOs. Therefore, these terms are
inseparable from each other when finite basis sets are used to
describe fragments at finite spatial separation. It has been
demonstrated that the BSSE decreases faster than charge-transfer
effects with the quality of the basis set.43,50,51 Therefore, the
use of medium and large localized Gaussian basis sets (without
linear dependencies) make the BSSE component of the interac-
tion energy negligibly small but the charge-transfer component
is still nonzero.

∆ECT defined in eq 5 includes the energy lowering due to
electron transfer from occupied orbitals on one molecule to

∆EBIND ) ∆EGD + ∆EFRZ + ∆EPOL + ∆ECT (1)

∆EFRZ ≡ Escf(Ψ0) - ∑
x

Escf(Ψx) (2)

∆EFRZ ) ∆EELS + ∆EEX/XC (3)

∆EPOL ≡ Escf(ΨALMO) - Escf(Ψ0) (4)

∆ECT ≡ Escf(Ψ) - Escf(ΨALMO) + ∆EBSSE (5)
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virtual orbitals of another molecule as well as the further energy
change caused by induction that accompanies such an occupied-
virtual mixing. The energy lowering of the occupied-virtual
excitations can be described with a single non-iterative Roothaan
step (RS) correction starting from the converged ALMO
solution.43 Most importantly for our present purpose, the
mathematical form of the SCF MI(RS) energy expression (see
the Appendix) allows one to decompose the occupied-virtual-
mixing term into bonding and back-bonding components for
each pair of molecules in the complex.

Thus, the charge-transfer energy term lowering is divided into
a contribution from the single noniterative Roothaan step and
higher order (HO) relaxation effects. The latter includes all
induction effects that accompany occupied-virtual charge trans-
fer and is generally small. The RS contribution divides naturally
into forward and back-donation, but the higher order term does
not. The BSSE associated with each forward and back-donation
term can be corrected individually (see the Appendix).

3. Applications

3.1. Water Dimer. The water dimer is one of the most
extensively studied intermolecular complexes.52-59 Despite the
large amount of theoretical and experimental work, the physical
nature of hydrogen bonding in the water dimer is still a matter
of discussion. The main controversy concerns the amount of
charge transfer, i.e., interfragment covalency, in the hydrogen
bonding.58-62 The KM, RVS, and CSOV decomposition meth-
ods estimate charge-transfer contribution to be smaller than 20%
of the overall Hartree-Fock interaction energy.15,16,63According
to the NBO-based methods, the charge-transfer energy lowering
is significantly larger than the total interaction energy and
accounts for around 45% of the intermolecular stabilization
energy.19-21 Accurate separation of the polarization term from
the charge-transfer term is essential for determining the amount
of covalency in the hydrogen bonding. The polarization and
charge-transfer terms defined in this work are detemined
variationally from fully antisymmetrized wavefunctions. This
feature makes the ALMO EDA an ideal method for studying
the nature of the hydrogen bonding.

The water dimer geometry with aCs symmetry was optimized
at the MP2/aug-cc-pVQZ level. Relative position of the
molecules in theCs dimer is described by three parameters
shown in Figure 1. The MP2/aug-cc-pVQZ structure is char-
acterized byR ) 171.6°, Θ ) 126.8°, andROH ) 1.936 Å.

The results of the energy decomposition analysis are presented
in Table 1. Table 1 shows that the total interaction energies as
well as the energy components rapidly converge as the basis

set becomes locally complete indicating stability of the proposed
decomposition method. Decomposition of the Hartree-Fock
energy produces results similar to the KM-type methods but
gives a somewhat larger charge-transfer contribution. According
to our EDA, charge transfer accounts for 27% of the total
hydrogen-bonding energy. When Kohn-Sham DFT is used
instead of the Hartree-Fock method (Table 1), all energy terms
change because of modification of the exchange and addition
of the correlation terms into the mean-field Hamiltonian. The
delocalization effect becomes more pronounced for the density
functional methods and in some cases the charge-transfer term
is more than 50% of the overall binding energy. This observation
is consistent with the tendency of the modern density functionals
to underestimate the HOMO-LUMO gap64 which, in the water
dimer case, manifests itself in a large charge-transfer energy.

The Hartree-Fock frozen density and polarization energies
are comparable to the charge-transfer term. Thus, the interaction
energy is equally distributed among three energy terms in the
water dimer at the gas-phase equilibrium geometry. However,
the relative contribution of the terms varies strongly with the
position of the molecules in the dimer. Figure 2 shows the
dependence of the HF/aug-cc-pVQZ BSSE corrected energy and
its ALMO decomposition on the orientation of the water
molecules (Θ is varied and all other internal coordinates remain
fixed at their MP2/aug-cc-pVQZ values). The frozen density
component increases significantly and becomes repulsive as the
O-H bonds of two molecules get closer. At the same time,
stabilization due to charge transfer increases upon the closer
contact but not strongly enough to compensate for the electron
density repulsion. The polarization component does not depend
noticeably on the orientation of the molecules in the dimer for
the studied range ofΘ. The charge-transfer and the polarization
terms decrease rapidly with the intermolecule distance (Figure
3) and, atROH > 3 Å, the interaction energy can be accurately
approximated by the frozen density term alone.

The results of the RS perturbative treatment of the charge-
transfer term are very close to the exact terms obtained
variationally, the difference between them is less than 1 kJ/
mol for all methods and basis sets (Table 1). The BSSE
calculated perturbatively is also almost identical to the varia-
tional BSSE. As expected, the charge transfer occurs mostly
from the proton acceptor to the proton donor (95% of the total
charge-transfer energy lowering). These results confirm the
applicability of the SCF MI(RS) method to systems with
hydrogen bonding.

To estimate the energy of geometrical distortion of the
molecules in the dimer, we optimized the geometry of the
isolated molecules. Because geometry relaxation of the mono-
mers was performed with MP2/aug-cc-pVQZ method,∆EGD

calculated with the density functionals is not necessarily
negative. However, small values of∆EGD for all methods (Table
1) indicate that geometrical distortion of water molecules is
insignificant in the water dimer.

Although HF and DFT methods disagree quantitatively on
the exact contribution of charge transfer into the intermolecular
interaction in the water dimer, it is obvious that its role in
hydrogen bonding is not less significant than those of polariza-
tion and frozen density interactions. The widespread DFT results
indicate that a better description of the intermolecular correlation
energy is necessary for the water dimer. ALMOs can be used
to extend the energy decomposition analysis beyond the mean-
field methods and provide an accurate description of the
correlation energy at the MP2 or coupled-cluster levels. This is
a problem we hope to report on in the future.

Figure 1. Relative position of the water molecules in the water dimer.

∆ECT ) ∆ECT
RS + ∆ECT

HO

) ∑
x,y<x

{∆Exfy
RS + ∆Eyfx

RS } + ECT
HO (6)
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3.2. M(H2O)n
+ Clusters (M ) Li, Na, K, Cs, Rb). The local

environment of solvated alkali metal ions is an important subject
in aqueous chemistry as well as in biology. In this connection,
a large number of experimental and theoretical studies have been
carried out on the solvation of monovalent cations in small water
clusters, showing that smaller cations bind water more strongly
than larger cations.52,65-67 This trend can be qualitatively
explained using Pearson’s hard soft acid base (HSAB) prin-
ciple68,69according to which the water molecule (a hard Lewis
base) interacts preferentially with hard acids (small cations).
The cation-water binding in small clusters is described as
electrostatic in nature; however, some cation-water bonds are

regarded to have a significant covalent contribution. Energy
decomposition analysis can provide a quantitative measure of
covalency in the cation-water bonding by estimating∆ECT.

We compare results of the ALMO EDA for cation-water
interactions in Li+, Na+, K+, Cs+, and Rb+ clusters with one
and four water molecules. Geometry optimization and EDA
calculations were performed using the BP86 density functional
with the aug-cc-pVDZ basis set for O, H atoms and the SRSC
pseudopotential basis set for the metal atoms. The results are
summarized in Figure 4 (see also Table S1 in the Supporting
Information).

For complexes with one water molecule, M(H2O)+, the largest
binding energy is observed for Li+. The absolute value of
∆EBIND decreases from 135 to 45 kJ/mol in the series from Li+

to Cs+. The frozen density interaction is the dominant contribu-
tion to the binding between the cation and the water molecule,
which indicates that the electrostatic interaction of the positively
charged ion with the water dipole is indeed the major component
in these interactions. Polarization effects are significantly
smaller, but they also play an important role in the binding (the
largest contribution of 34% of the total interaction energy is
observed for Li+). Absolute values of both∆EFRZ and∆EPOL

decrease as the M-O distance grows from Li+ to Cs+. Charge
transfer is noticeable only for lithium-water interactions (8%
of the total interaction energy), and it is negligible for all other
cations. The single Roothaan step can reproduce such small
charge-transfer effects very well (the higher order relaxation
term is less than 0.05 kJ/mol). As expected, the electrons are
transferred from the water molecule to the cation.

The same trends are observed for interaction of a water
molecule with the partially solvated alkali cations M(H2O)3+.
The interaction energy and its components are smaller in
magnitude compared to the energetics of interaction with bare
cations (Figure 4). The electric field of M(H2O)3+ felt by the
fourth water molecule is weaker compared to the electric field
of M+ because of better charge delocalization in the former.
This is the reason for the decrease in∆EFRZ and∆EPOL. Charge
transfer from the water molecule to the partially solvated cation
is smaller than charge transfer to the bare cation. This is because
the cation’s electron deficiency is partially compensated in
M(H2O)3+ by the electron donation from the three neighboring
water molecules. The energy of geometrical distortion of the
water molecules in the lithium complexes is less than 0.15 kJ/
mol and even smaller for all other cations (less than 0.03 kJ/
mol).

3.3. Donor-Acceptor Interactions in H3B-NH3, H3B-
CO, H3B-N2, and H3B-CN-. Donor-acceptor bonding is a

TABLE 1: EDA Results for Water Dimer (kJ/mol) for Geometry Optimized at the MP2/aug-cc-pVQZ Level

HF
NONE

B3
LYP

PW91
PW91

B
P86

exchange:
correlation:

X:a D T Q D T Q D T Q D T Q

∆EFRZ -5.9 -5.2 -4.9 -5.5 -5.4 -5.1 -9.3 -8.7 -8.3 -2.0 -1.9 -1.6
∆EPOL -4.8 -5.9 -6.0 -4.4 -6.1 -6.5 -2.8 -4.8 -5.2 -4.3 -6.4 -7.0
∆EDfA

RS -0.2 -0.2 -0.2 -0.2 -0.4 -0.3 -0.3 -0.4 -0.4 -0.2 -0.4 -0.3

∆EAfD
RS -3.2 -3.0 -3.3 -7.9 -6.6 -6.7 -10.4 -8.3 -8.3 -10.4 -8.3 -8.3

∆ECT
HO -0.8 -0.6 -0.6 -0.5 -0.4 -0.3 0.6 0.2 0.0 0.1 0.0 0.0

∆EGD(D)b 0.6 0.7 0.7 -0.2 0.3 -0.0 -0.4 0.1 -0.2 -0.4 0.1 -0.2
∆EGD(A)b 0.1 0.1 0.1 -0.1 -0.2 -0.1 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2
∆EBIND

c -14.2 -14.1 -14.2 -18.8 -18.7 -19.0 -22.8 -22.1 -22.5 -17.3 -17.1 -17.6
∆EBSSE 1.1 0.3 0.1 0.9 0.2 0.1 1.0 0.2 0.1 0.9 0.1 0.1
∆EBSSE

RS 0.9 0.3 0.1 0.9 0.2 0.1 0.9 0.2 0.1 0.9 0.1 0.1

a Basis set used for the EDA is aug-cc-pVXZ.b D and A stand for proton-donor and proton-acceptor, respectively.∆EGD terms calculated with
the MP2/aug-cc-pVQZ method for D and A are 0.20 and 0.01 kJ/mol, respectively.c BSSE-corrected and uncorrected MP2 total interaction energies
are-18.3 and-22.3 kJ/mol for aug-cc-pVDZ, respectively;-19.8 and-23.7 kJ/mol for aug-cc-pVTZ, respectively; and-20.6 and-22.0 kJ/mol
for aug-cc-pVQZ, respectively.

Figure 2. Dependence of the energy components on the relative
orientation of the water molecules in the dimer. HF/aug-cc-pVQZ.

Figure 3. Dependence of the energy components on the distance
between the water molecules in the dimer. HF/aug-cc-pVQZ.
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central concept in chemistry.68,70,71It is usually represented as
donation of a lone electron pair of a Lewis base into an empty
orbital of a Lewis acid. The N-B bond in ammonia borane
(H3B-NH3) is a textbook example of donor-acceptor bonding.
This bond has been the subject of numerous experimental and
theoretical studies confirming that the electronic structure of
ammonia borane is indeed correctly described by its Lewis
structure.19,72-75 The photoelectron spectra72,73 and EDA
studies19,74-77 of another borane compound, H3B-CO, suggest
that the donor-acceptor bonding in this complex has more
complicated character with significant contribution of back-
donation of the electron density from BH3 to CO. We apply
the ALMO energy decomposition to analyze and compare the
donor-acceptor bonding in H3B-NH3 and H3B-CO com-
plexes. We also compare H3B-CO to the isoelectronic com-
plexes H3B-N2 and H3B-CN-.

B3LYP density functional theory with the 6-31(+,+)G(d,p)
basis set was used to obtain both the complex geometries and
the interaction energy components (Table 2). The energy profiles
in Figure 5 were generated by varying the intermolecular
distance with all other geometric parameters fixed. Although
the total interaction energies are approximately the same for
H3B-NH3 and H3B-CO at the equilibrium geometry, the
energy components differ significantly (Table 2). The frozen

density repulsion is considerably stronger in borane carbonyl
for all distances (Figure 5A). The intramolecular orbital
relaxation (∆EPOL, Figure 5B) stabilizes borane carbonyl only
slightly more than ammonia borane. As a result, the stabilization
due to the non-charge-transfer interactions (∆EFRZ + ∆EPOL,
Figure 5C) is greater for H3B-NH3 than for H3B-CO. The
charge-transfer effects are drastically different in H3B-CO and
H3B-NH3: although the energy lowerings due to the electron
donation to BH3 are almost the same (Figure 5D), the stabiliza-
tion due to back-donation effects is strong for borane carbonyl
and only barely noticeable for ammonia borane (Figure 5E).
Thus, the interplay between the energy components results in
the same total interaction energy in H3B-CO and H3B-NH3

although the true bonding mechanisms are far from being
similar. Another indirect indication of different binding in these
two complexes is the intermolecular distance- the B-N bond
is 0.14 Å longer than the B-C bond (Table 2).

Despite the fact that complexes H3B-CO, H3B-N2, and
H3B-CN- are isoelectronic they have different stability and
properties. EDA can be utilized to reveal the origin of these
differences. As shown in Figure 5A,∆EFRZ components are very
similar for N2 and CO ligands. In the case of the charged H3B-
CN- complex, polarization effects are substantially stronger than
in the case of neutral complexes (Figure 5B) and H3 B-CN-

is significantly stabilized just by polarization (Figure 5C).
Comparison of the charge-transfer curves for the three com-
plexes (Figures 5D and 5E) leads to the well-known conclusion
that CO is a strong, well balancedσ-donor andπ-acceptor, N2
is a weaker balancedσ -donor andπ-acceptor, whereas CN- is
a very goodσ-donor but a very poorπ-acceptor. Geometrical
distortion of the BH3 unit is noticeable in these complexes,
whereas distortion of the diatomic molecule is insignificant. The
BH3 distortion is the highest for CN- most likely because of
its high polarizing power. N2 causes the least geometrical
changes in BH3.

As a result of strong polarization andσ-donation effects, CN-

forms very strong bonds with BH3. Polarization strength of the
CO ligand is lower, but it is partially compensated by its good
π-electron accepting properties. Therefore, binding in H3B-

Figure 4. BP86/SRSC/aug-cc-pVDZ EDA results for M(H2O)n+ clusters.

TABLE 2: B3LYP/6-31(+,+)G(d,p) EDA Results (kJ/mol)
for H 3B-NH3, H3B-CO, H3B-N2, and H3B-CN-

B-X

H3B-NH3 H3B-CO H3B-N2 H3B-CN-

∆EFRZ 103.3 316.7 268.4 184.8
∆EPOL -127.6 -203.1 -140.4 -306.7
∆EXfB

RS -137.3 -146.1 -110.0 -183.7

∆EBfX
RS -10.7 -136.5 -83.5 -34.1

∆ECT
HO 0.4 0.5 -8.8 -0.8

∆EGD(BH3) 54.4 54.7 44.1 91.0
∆EGD(X) 0.0 0.1 0.1 0.7
∆EBIND -117.5 -113.8 -30.1 -248.8
∆EBSSE 6.1 3.3 3.7 3.1
∆EBSSE

RE 5.8 3.2 3.5 3.0

d, Å 1.67 1.53 1.56 1.59
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CO is not as strong as in H3B-CN-, but it is still approximately
85 kJ/mol stronger than binding in H3B-N2.

3.4. Synergic Bonding in Pt-Alkene Complexes. The
metal-alkene bonding in Zeise’s salt and its analogs is a classic
example of the Dewar-Chatt-Duncanson model of synergic
bonding between a double bond and a metal.78-80 According
to this model, the alkene donates the electron density from its
π-bonding orbital into the metal unoccupied orbitals, and the
metal donates the electron density back from its occupied
orbitals into the carbon-carbon π-antibonding orbital. This
conceptual description is widely accepted in organometallic
chemistry and allows one to make qualitative prediction of
properties of metal complexes based on the classification of
ligands in terms of the strength of forward-donation and back-
bonding interactions.81 Description of the synergic interactions
in metal-alkene complexes can in principle be made quantita-
tive with energy partitioning methods.82-84 In this section, we
analyze bonding in Zeise’s salt [Cl3Pt(η2-C2H4)]- and its analogs
in which the Cl- ligands are replaced with F- and Br-.

Complex geometries were optimized using the BP86 density
functional with the effective core potential LANL2DZ basis for
the Pt atoms and the 6-31(+,+)G(d,p) basis for all other atoms.
The EDA calculations are also done at the BP86/LANL2DZ/
6-31(+,+)G(d,p) level, and the results are summarized in
Table 3.

In all three complexes, the frozen density interactions are
repulsive, polarization effects are not large (15-20% of the total
favorable binding), and as expected, the charge transfer is the
major force that stabilizes the metal-alkene bond. These strong
charge-transfer effects can be reproduced by single Roothaan

step reasonably well;∆ECT
HO is around 10% of the variational

charge-transfer energy. Unlike charge-transfer effects in classical
donor-acceptor complexes like Na(H2O)4+ or H3B-NH3

(Figure 4 and Table 2), charge transfer in Zeise’s salt calculated
with ALMO EDA occurs both ways: from the ligand to the
metal and from the metal to the ligand. The stabilization energies
of forward donation and back-bonding effects in [Cl3Pt(η2-
C2H4)]- are approximately equal and, thus, correctly reproduce
the qualitative description of the Dewar-Chatt-Duncanson
model. A pictorial representation of the orbital interactions
corresponding to forward donation and back-bonding is given
in Figure 6.

One can see from Table 3 that∆EFRZ terms do not differ by
more than 9 kJ/mol when the halogen ligands are changed. The

Figure 5. Dependence of the energy components on the distance between the monomers in borane adducts: H3B-NH3 (0); H3B-CO (O); H3B-
N2 (]); H3B-CN- (4). Filled points on the curves correspond to the B3LYP/6-31(+,+)G(d,p) equilibrium geometries.

TABLE 3: B3LYP/LANL2DZ/6-31( +,+)G(d,p) EDA Results
(kJ/mol) for [X 3Pt(η2-C2H4)]-

X

F Cl Br

∆EFRZ 241 238 247
∆EPOL -67 -74 -76
∆EX3PtfC2H4

RS -211 -158 -156

∆EC2H4fX3Pt
RS -146 -144 -138

∆ECT
HO -33 -36 -34

∆EGD(X3Pt) 8 14 16
∆EGD(C2H4) 31 26 26
∆EBIND -178 -134 -115
∆EBSSE 7 7 12
∆EBSSE

RS 7 7 11
d(C-Pt), Å 2.12 2.16 2.18
d(X-H), Å 2.70 2.90 2.97
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same can be said about∆EPOL: the spread is 9 kJ/mol for F-,
Cl-, and Br- ligands. There is only a small difference in the
charge-transfer energy between Br- and Cl-, but ∆ECT for F-

is 50 kJ/mol lower than for Br- and Cl-. Analysis of the charge-
transfer term shows that it is the back-bonding component that
is responsible for this difference whereas the forward donation
terms are nearly the same for the F-, Cl-, and Br- ligands.
The origin of this effect can be understood by a detailed
examination of the orbital interactions in the complex. The
occupied orbital of the [X3Pt]- fragment that donates electrons
to the unoccupiedπ* orbital of ethene is the antibonding orbital
formed upon interaction of the 5dxz orbital on Pt and the valence
pz orbital on one of the X- ligands. This occupied antibonding
orbital is shown in Figure 6A. Because the 2pz orbital of F-

lies closer in energy to the 5dxz orbital on Pt than to the 3pz

orbital of Cl- the resulting antibonding orbital lies higher in
energy in the [F3Pt]- complex than in the [Cl3Pt]- complex
and, therefore, gives stronger interaction with the high-energy
π* ethene orbital.

3.5. Interaction of Molecular Hydrogen with Transition
Metal Centers.Molecular hydrogen is considered to be a clean,
renewable replacement for the world’s diminishing fossil fuel
resources. However, a conversion to a hydrogen-based economy
is far from realization as present day technology is not capable
of dealing with issues of effective fuel storage.85,86Developing
viable hydrogen storage materials (HSMs) is thus a particular
challenge. Microporous metal-organic frameworks (MOFs) are
potential HSM candidates that consist of inorganic metal-oxide
clusters bridged by organic linkers.87-89 To improve the H2
interaction with the framework it has been suggested to embed
open/unsaturated metal sites within the organic linker because
unsaturated or partially charged metal centers could have a
tremendous effect on the H2 binding affinity.90-92

There is experimental evidence to show that molecular
hydrogen can coordinate with chromium to form stableσ-bond-
ed H2 complexes such as (η6-C6H6)Cr(H2)(CO)2.9,93 Therefore,
it may be possible to synthesize hybrid MOFs where the Cr-
(CO)3 groups are complexed to the aromatic organic linkers,94,95

and subsequently, the CO ligands are removed to allow up to
three H2 molecules to interact with the resulting coordinatively
unsaturated chromium complexes. Here we analyze the nature
of the H2 interaction with the chromium site in (η6-C6H6)Cr-
(H2)3 complex (Figure 7A) and study the effect of simple
π-electron-donating andπ-electron-withdrawing substituents (R)
in the benzene ring on the Cr-H2 interaction energy.96

Geometry optimization and EDA of the binding energies were
performed using BP86 density functional theory with the SRSC
effective core potential basis for the Cr atoms and the 6-311G-
(d,p) basis for the rest of the atoms. Each dihydrogen molecule
represented a fragment. Results of the energy decomposition
are shown in Figure 8 (see also Table S2 in the Supporting
Information).

For visual clarity, the results of the EDA in Figure 8 are
presented in the following way:

• A reference value is chosen for each energy component as
the maximum value of this component in the series of substituted
complexes:∆EFRZ

ref , ∆EPOL
ref , etc.

• The relative energy terms are calculated for each complex
as a difference between the energy term and the corresponding
reference value (e.g.,∆∆EFRZ ) ∆EFRZ - ∆EFRZ

ref ). The
relative values are plotted on the graph.

• The reference values for each energy term are summed to
give the total interaction energy for the reference complex
(∆EBIND

ref ) and theY-axis of the graph is shifted by∆EBIND
ref .

Thus, the relative terms constructed in this way are always
negative and their absolute values represent the stabilization
energy of the component relative to the corresponding reference
value. Also, the total length of the column in the graph represents
the overall stabilization of the complex relative to∆EBIND

ref . The
shift of theY-axis ensures that the position of the lower edge
of the column gives the total interaction energy∆EBIND.

In addition to Figure 8, the absolute values of all energy
components for all complexes are included in the Supporting
Information in Table S2.

For all H2 complexes, the frozen density interactions are
repulsive. Charge transfer is the dominant contribution to the
binding between H2 and the Cr center and amounts to 65-67%
of the total favorable binding contributions. The polarization
effects contribute the remaining 33-35%. The forward donation
energy (from H2 to the metal) is higher in magnitude (around
-90 kJ/mol) than the back-donation energy (between-52 and
-81 kJ/mol); however, the energy of charge transfer between
neighboring hydrogen molecules as well as higher order
relaxation effects are negligibly small (few kJ/mol).

It can be seen from Figure 8 that the frozen density and the
polarization energy terms are strongly affected by the substituent
on benzene. The spread in∆EFRZ values is 42 kJ/mol, and the
spread in∆EPOL values is 41 kJ/mol. However, there is apparent
correlation between∆EFRZ and ∆EPOL terms: high positive
values of∆EFRZ correspond to large negative values of∆EPOL,
and therefore, the sum of their relative contributions (Figure 8)
is not that strongly influenced by the benzene substituents (the
spread is decreased to 19 kJ/mol). The combined stabilization
due to the non-charge-transfer effect is generally smaller for
electron-withdrawing groups.

The forward donation energy is insensitive to the nature of
the substituent in the benzene ring (the spread is 8 kJ/mol),
whereas back-donation is more pronounced forπ-electron-

Figure 6. Pictorial representation of the orbital interactions in [X3Pt-
(η2-C2H4)]-: (A) back-bonding; (B) forward donation. Filled contours
represent occupied orbitals; unfilled contours represent unoccupied
orbitals.

Figure 7. (A) (R-C6H6)Cr(H2)3 complex. (B) (R-Cp)Re(CO)2(CH4)
complex.
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donating groups (maximum absolute value is 81 kJ/mol) and is
less pronounced forπ-electron-withdrawing groups (maximum
absolute value is 52 kJ/mol). This trend can be rationalized as
follows: π-electron-withdrawing substituents decrease the
electron density on benzene, which in turn pulls the electrons
from the metal thus decreasing the electron density flow from
the metal to the hydrogen molecules.

The trend observed for the back-donation energy is consistent
with the trends in the calculated H-H bond lengths and the
corresponding H2 geometry relaxation terms. The higher the
back-donation energy term, the longer the H-H distance is
(Table S2 in the Supporting Information). In turn, the change
in the H-H bond length with respect to its gas-phase value
determines the∆EGD(H2) term. Therefore, in the case of H2

binding, ∆EGD(H2) can be combined with the back-donation
energy term to emphasize that charge transfer to the antibonding
orbitals of H2 is indeed the driving force for the geometric
distortion of H2. The correlation of these two terms is apparent
from Figure 8. The combined term,∆∆EH2fM + ∆∆EGD(H2) ,
does not vary as much as the back-bonding term alone (its spread
is 16 kJ/mol).

On the basis of the EDA results, we conclude that there exists
a correlation between the electronic effects of the substituents
(both strength and direction) and the amount of charge transfer
from Cr to H2. The combined frozen density and polarization
term is also correlated with the substituent effects. The calculated
binding energies indicate that theπ-electron-donating substit-
uents (R) OCH3, OH, NH2, F, CH3) increase the H2 binding
to the metal center relative to the parent complex (R) H) and
the π-electron-withdrawing groups (R) COH, COOH, CF3,
NO2, CN) decrease it. In terms of magnitude, the effect is not
significant (1-7% of the overall binding energies), but it could
possibly be further enhanced in the presence of multiple
electron-withdrawing groups. This example demonstrates how
the energy decomposition analysis determines which factors
might be used to tune the H2 interaction strength. Such

information could be used as input to optimize the design of
hybrid MOFs.

3.6. Interaction of Methane with (η6-C5H5)Re(CO)2 Com-
plex. Carbon-hydrogen bond activation reactions in alkanes
are industrially important, as they could be used for the
conversion of inexpensive inert alkanes into reactive mol-
ecules.97,98 Transition metal complexes are known for their
ability to activate C-H bonds in alkanes.99 It is widely accepted
that C-H activation reactions proceed via alkaneσ-complex
intermediates.99 Such species have recently been detected and
studied in low-temperature NMR experiments.100,101Although
much of the effort has been devoted to isolation and structural
characterization of intermolecular alkane C-H/metal complexes,
these attempts have not been successful thus far.

Experimental studies of the reaction of CpM(CO)x(n-heptane)
complex with CO have found that the rate of displacement of
n-heptane by CO decreases with the identity of M both across
and down groups 5, 6, and 7 of the periodic table. For example,
CpV(CO)3(n-heptane) reactes with CO 50 000 times more
rapidly than CpRe(CO)2(n-heptane).102,103In agreement with the
observed trends, several rhenium complexes with large alkanes
have now been detected using low-temperature NMR.100,101In
this section we apply the ALMO EDA to study the factors
contributing to the stability ofσ-complexes of methane with
substituted cyclopentadienyl-dicarbonyl-rhenium(I) complexes
(R-Cp)Re(CO)2-x(L)x(CH4).104

Geometry optimization of the complexes and the EDA were
again performed using the BP86 functional with the LANL2DZ
effective core potential basis for the Re atoms and the
6-31(+,+)G(d,p) basis for all other atoms. In the final structure,
the substituent in the Cp ring is oriented away from the methane
ligand, which has a C-H bond coordinated to the Re atom
(Figure 7B). Results of the energy decomposition are shown
in Figure 9 (see also Table S3 in the Supporting Information).
The meaning of the terms in Figure 9 is the same as that in
Figure 8.

Figure 8. BP86/SRSC/6-311G(d,p) EDA results for (R-C6H5)Cr(H2)3 complexes. On the vertical axis are the (negative semi-definite) differences
in each component of the energy decomposition relative to the reference value, which is defined as the maximum of that component overall
substituents. Each different phenyl substituent, R, is marked across the top of the plot. See text for further details. Reference values for the energy
components, kJ/mol:∆EFRZ

ref ) 349, ∆EPOL
ref ) -209, ∆EMfH2

ref ) -166, ∆EGD
ref (H2) ) 77, ∆EH2fM

ref ) -261, ∆EGD
ref (M) ) 37, ∆EH2fH2

ref ) -11,
∆EHO

ref ) 13, ∆EBIND
ref ) -171.
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The ALMO EDA for the unsubstituted CpRe(CO)2(CH4)
shows that the major contribution to binding between methane
and Re is due to charge transfer (78% of the total favorable
binding contributions,∆EPOL and∆ECT), whereas polarization
is less significant (22%) and the frozen density interaction is
repulsive (Table 4). A majority (72%) of∆ECT is associated
with charge transfer from the occupied orbitals of alkane to the
vacant orbitals of the metal complex, and the remainder is due
to back-bonding (∆ECT

HO is less than 5% of the overall charge-
transfer term). The goal in designing an isolableσ-complex
should be to choose the combination of ligands that is the most
thermodynamically stable with respect to reactants and yet also
has a high barrier to oxidative addition. Therefore, it is desirable
to increase the binding energy of methane without increasing
the charge transfer from the metal complex to methane because
a strong back-bonding will result in cleavage of the C-H bond.
As seen from Figure 9, placingπ-electron-withdrawing groups
into the Cp ring increases the forward donation of electron

density from methane to the metal and, thus, increases the
overall binding energy. The back-bonding term is insensitive
to the Cp ring substitution. Theπ-electron-donating groups have
the opposite effect and destabilize theσ-complex.

The magnitude of the substituent effect is not very strong.
The overall binding energy in the most stableσ-complex (R)
NO2) is increased only by 3 kJ/mol (7%) relative to the
unsubstituted CpRe(CO)2(CH4) complex. Although this stabi-
lization itself is not enough to make theσ-complex isolable,
increasing the number and the strength ofπ-electron-withdraw-
ing groups in the Cp ring will assist in design of a stable alkane
σ -complex. For example, in a hypothetical positively charged
complex with a strong electron-withdrawing NH3

+ group in the
Cp ring, the binding energy is increased by 13 kJ/mol (31%)
relative to CpRe(CO)2(CH4) (some stabilization comes from
non-charge-transfer effects).

Placing electron-withdrawing groups closer to the metal center
(i.e., replacing CO ligands with strongerπ-acceptors) can also
lead to stronger binding of methane on Re. Indeed, in the series
of isoelectronic ligands, NO+, CO, N2, CN-, the strongest
methane binding is observed for the strongestπ -acceptor, NO+

(Table 4). The EDA shows that the increase in the binding
energy is due to increased forward donation and polarization.
For the NO+ ligand, methane binding is 23 kJ/mol (or 55%)
stronger than that for CO.

Using large ligands instead of CO will decrease the relative
stability of the σ-complexes because of sterical constraints
around the rhenium atom. As seen from Table 4, geometry
distortion effects are large even for the relatively small NH3

ligand, and although theσ-complex is a true minimum on the
energy surface, it is energetically less stable than the isolated
methane and CpRe(CO)(NH3)(CH4) molecules (∆EBIND > 0).

Overall, we conclude that the ALMO EDA can be used to
explain the nature of the alkane-metal interaction inσ-com-
plexes and to make computational predictions of the relative

Figure 9. BP86/LANL2DZ/6-31(+,+)G(d,p) EDA results for the (R-Cp)Re(CO)2(CH4) complexes. See the caption of Figure 8 and the text for
full description of the quantities plotted. Reference values for the energy components, kJ/mol:∆EFRZ

ref ) 74, ∆EPOL
ref ) -26, ∆EMfCH4

ref ) -21,
∆EGD

ref (CH4) ) 17, ∆ECH4fM
ref ) -67, ∆EGD

ref (M) ) 3, ∆EHO
ref ) 6, ∆EBIND

ref ) -15.

TABLE 4: BP86/LANL2DZ/6-31( +,+)G(d,p) EDA Results
(kJ/mol) for the (Cp)Re(CO)(L)(CH 4) Complexes

L

NO+ CO N2 CN- NH3

∆EFRZ 68 66 52 61 50
∆EPOL -42 -27 -23 -22 -19
∆EMfCH4

RS -19 -28 -20 -28 -24

∆ECH4fM
RS -100 -73 -55 -38 -36

∆ECT
HO 8 4 6 4 5

∆EGD(M) 3 2 2 9 21
∆EGD(CH4) 18 14 10 8 5
∆EBIND -65 -42 -28 -7 2
∆EBSSE 5 4 4 3 4
∆EBSSE

RS 5 4 4 3 4
d(C1-H1), Åa 1.164 1.160 1.151 1.155 1.142
d(Re-H1), Å 1.933 1.935 1.957 1.994 2.018
d(Re-C1), Å 2.642 2.635 2.670 2.812 2.840

a d(C1-H1) ) 1.101 Å in the uncoordinated methane molecule.
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stabilities of these complexes as a function of substituent. Small
electron deficient ligands lead to the strongest alkane-metal
binding.

4. Conclusions

In this paper we have presented an energy decomposition
analysis (EDA) method based on absolutely localized molecular
orbitals (ALMO). The ALMO EDA enables accurate separation
of the total intermolecular interaction energy into frozen density,
polarization, and charge-transfer energy terms. The newly
proposed method has been tested successfully on systems
involving hydrogen bonding, donor-acceptor interaction, and
both π- and σ-complexes. For well understood cases such as
the water dimer, H3B-NH3, and Zeise’s anion the ALMO EDA
results are broadly consistent with existing understanding of
intermolecular bonding. Additionally, we have demonstrated that
the ALMO EDA can be used to assist in solving practical
chemical problems such as tuning metal-H2 and metal-alkane
binding strength. The main advantages of the ALMO EDA
follow:

1. All terms are calculated variationally and the method is
applicable to weakly and strongly interacting molecular systems.

2. The charge-transfer energy can be further decomposed into
forward donation and back-bonding contributions, associated
with a single Roothaan step plus generally small higher order
charge-transfer energy lowering that cannot be readily decom-
posed.

3. Basis set superposition error in the charge-transfer term
can be corrected for both variational and Roothaan step
calculations.

4. From the computational viewpoint, the ALMO EDA is
very fast and can be applied to systems of hundreds of molecules
at a cost comparable to the cost of regular SCF single point
calculations.

The primary limitation of the ALMO EDA at present is the
need to have physically well-defined fragments each with an
integer number of electrons. This requirement distinguishes
intermolecular from intramolecular interactions. A secondary
limitation is that we have defined the ALMO EDA only for
single determinant wavefunctions so far. This is a limitation
we hope to lift in the future.
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5. Appendix: Mathematical and Computational Details
of the ALMO EDA

The following indices are used throughout:x, y, z are the
molecule (fragment) indices,i, j are the occupied MO indices,
a, b are virtual MO indices. Tensor notation105 is used to work
with the nonorthogonal basis sets with one exception, which is
that the Einstein convention does not imply summation over
molecule indices.43

Relaxation of the occupied ALMOs is performed using the
locally projected SCF method of Gianinetti et al.43,46 as
implemented in the Q-Chem software package.48 In addition to
the occupied ALMOs, this method yields a set of nonredundant
linearly independent virtual ALMOs. After the locally projected
equations are converged, the occupied subspace is projected out

from the virtual ALMOs that span the virtual subspace to ensure
strong orthogonality of the subspaces. The Roothaan step BSSE-
corrected energy lowering in eq 6 is a quasi-perturbative energy
correction43,106,107that can be expressed as

whereFxi
ya is the ALMO contravariant-covariant representa-

tion of the Fock operator build from the converged ALMO
wavefunction (ΨALMO), and t ya

xi is the amplitude correspond-
ing to electron excitation (transfer) from the converged abso-
lutely localized occupied orbitali on fragmentx to the virtual
orbital a on fragmenty. Therefore, the energy of the electron
transfer from fragmentx to fragmenty in eq 6 is expressed as

The variational nature of the polarized ALMOs guarantees that
the delocalization energy term within a molecule is zero,
Fxi

xat
xa

xi ) 0.
The BSSE correction terms∆EBSSE(xfy)

RS in eq 8 are also
calculated using the single Roothaan step counterpoise method
instead of conventional iterative variational counterpoise cor-
rection.49 In the case of the RS counterpoise correction the
indices in eqs 7 and 8 refer to the MO orbitals of isolated
monomers, not to the converged ALMOs from the SCF MI
calculations. Another difference is that all occupied orbitals are
localized on one molecule, and all orbitals on the other
molecules are virtual ghost orbitals. For all systems in this paper,
the difference between the Roothaan step counterpoise correc-
tion, ∆EBSSE

RS , and the variational correction,∆EBSSE, is less
than 0.3 kJ/mol.

Equation 7 can also in principle be used to perform a more
detailed orbital interaction analysis. In this case the energy of
charge transfer from the occupied orbitali on fragmentx to the
virtual orbitala on fragmenty is simplyFxi

ya multiplied by the
corresponding amplitudet ya

xi (no summation over the orbital
indices).

The amplitudest ya
xi can be found by solving the Roothaan

step quadratic equation:107

In practice, the linearized version of the amplitude equation,
with the last term neglected, is solved in the symmetrically
orthogonalized ALMO representation by the preconditioned
conjugate gradient method. Then the solution of the linearized
equation is used as an initial guess to solve quadratic eq 9 using
the Newton method. Finally, the amplitudes are transformed
back to the ALMO representation.

If the amplitudes obtained from the linearized equation are
used to calculate∆ECT

RS, then the energy lowering is equivalent
to the second-order single excitation perturbation theory re-
sult.43,106 If the amplitudes are obtained from quadratic eq 9,
then the energy lowering is equvalent to the result of single
Fock matrix diagonalization or infinite-order single excitation
perturbation theory result.43,106We used the quadratic equation
to calculate amplitudes and∆ECT

RS for all systems in this paper.
Special care must be taken of the grid superposition error

(GSE) when calculating the interaction energies with DFT. An
atom-centered finite quadrature grid is used in the density
functional calculations to compute complicated integrals in the
exchange-correlation functionals that cannot be evaluated

∆ECT
RS ) ∑

x,y

Fxi
yat

ya
xi + ∆EBSSE

RS (7)

∆Exfy
RS ) Fxi

yat
ya

xi + ∆EBSSE(xfy)
RS (8)

Fzb
xi + ∑

y

Fzb
yat

ya
xi - ∑

y

t zb
yjF

yj
xi - ∑

y,z

t zb
yjF

yj
zat

za
xi ) 0 (9)
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analytically.108,109Therefore, if the finite grid associated with a
molecule is not large enough, then addition of the grid points
of another molecule can change the energy of the first molecule
even if the second molecule has no basis functions, nuclei, or
electrons. This is a spurious effect and does not represent any
physical interactions. The counterpoise calculations correct the
charge-transfer term for both GSE and BSSE. However, in this
work, we did not attempt to separate the GSE into the forward
donation and the back-bonding components (∆EGSE(xfy)

RS ). In-
stead, large grids were used to make GSE negligibly small.

Supporting Information Available: Tabular representation
of Figures 4, 8, and 9. This material is available free of charge
via the Internet at http://pubs.acs.org.
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